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Abstract:  
Medical image analysis faces two critical challenges: (1) annotation scarcity , where deep learning models typically require 

large-scale labeled datasets to achieve optimal accuracy, yet such datasets are costly and time-consuming to curate in medical 

imaging due to the necessity for expert annotations; and (2) spectral-spatial heterogeneity , wherein conventional deep learning 

frameworks (e.g., CNNs, transformers, state space models) struggle to adaptively address multi-scale anatomical variations, 

modality-specific artifacts, and dynamic frequency signatures. 

To address annotation scarcity , we propose a Convolutional Pyramid Vision Transformer (CPT) trained via self-supervised 

geometric shape segmentation on unlabeled CT scans. By integrating multi-kernel convolutional patch embeddings and local spatial 

reduction, the CPT learns robust semantic features without reliance on annotations, thereby mitigating overfitting in small datasets 

(e.g., pancreatic cancer CT, breast MRI). This approach achieves state-of-the-art performance in liver and pancreatic cancer 

classification while significantly reducing dependence on costly labeled data. To tackle spectral-spatial heterogeneity , we introduce 

FREXMamba , a novel architecture combining Convolutional State Space Modules (CSSM) and Frequency-Aware Dynamic Expert 

Routing (FADER-MoE) . FREXMamba dynamically routes modality-specific frequency bands (e.g., low-frequency tumors in CT, high-

frequency textures in dermatoscopy) to specialized experts via hybrid gating mechanisms, preserving phase information through 

FFT-based decomposition. This framework demonstrates superior accuracy across five modalities (X-ray, CT, Ultrasound, MRI, 

Dermatoscopy) and achieves a 68.3% reduction in computational cost compared to baseline Mamba-based models. 

Collectively, these contributions bridge self-supervised feature learning and adaptive spectral-spatial modeling, enabling 

scalable, annotation-efficient diagnosis across diverse clinical workflows. By synergizing data-driven and architecture-driven 

innovations, this work advances unified AI solutions for resource-constrained healthcare settings, emphasizing both technical rigor 

and clinical translatability. 
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