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Multimodal Al-based Interpretation of Clinical

and Cognitive Functions for Human-Al Collaboration

Abstract(32):

In recent years, the importance of multimodal data, including electroencephalography (EEG),
eye-tracking, and medical imaging, has grown significantly in clinical research and practice.
While deep learning models effectively capture intrinsic information from complex multimodal
data, most models function as “black boxes,” making it difficult for clinicians or neuroscientists
to trust and utilize their outputs. In this seminar, we introduce methodological efforts to
overcome these limitations. We demonstrate interpretable Al approaches through diverse clinical
applications: from predicting neurological diseases to assessing cognitive states in various

populations by fusing multimodal biosignals.
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