0| &: RZHE / Yoo, Jaejun
XlQ|: 1% / Assistant Professor
2% S4ast7|=8 / UNIST

=T ZUNF: Ao 48 2= =75
F 2 ZUH Z: How to Tame Large Generative Models?
Abstract

In an era dominated by colossal generative models powered by vast datasets and immense
computational resources, the quest for scalable, efficient, and privacy-preserving mechanisms
stands paramount. As the capabilities of these models surge, the emphasis on their efficiency,
lightweight nature, and federated learning becomes indispensable. In this lecture, | introduce
recent research from our lab addressing these very imperatives.
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